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ABSTRACT 

The GISS global general circulation model has been used to simu- 

# late July conditions, in a manner analogous to the previously described 

January simulation. Sea surface temperatures, ice cover, snow line 

and soil moisture were assigned values based on climatological data 

for July, and the integration was started from real data for 18 June 

1973. Because of the realistic initial condition, the model rapidly ap- 

proached a quasi-steady state. Mean statistics were computed for the 

simulated calendar month of July, and compared with climatological 

data, mainly for the Northern Hemisphere troposphere. Qualitatively, 

the model-generated energy cycle, distributions of winds, temperature, 

humidity and pressure, dynamical transports, diabatic heating, evapo- 

ration, precipitation and cloud cover are all realistic. Quantita- 

tively, the July simulation, like the January simulation, tends to 

underestimate the strength of t h e  mean meridional circulations, the 

eddy activity, and some of the associated transports. The July simu- 

lation of zonal mean temperature and zonal wind fields is superior to 

the January simulation in the Northern Hemisphere because of the ab- 

sence of the polar night jet, and the decreased importance of large- 

scale dynamical heating and cooling in summer. 

Y 

. In order to assess the model's ability to simulate seasonal 

change, the July and January simulations were compared with each other 

and with climatological data on seasonal changes. The model simulates 

accurately the northward displacement of the mid-latitude jets, the 

low-latitude Hadley cells, the tropical rain belt, the trade winds, 

and the ITCZ from January to July, the seasonal reversal of the In- 

dian monsoon, and the weakening of the zonal and meridional circu- 
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lations and the decline of eddy activity in the summer. 

lated seasonal changes in the Southern Hemisphere are much less 

pronounced than in the Northern Hemisphere as expected. 

The simu- 

From a climatological point of view, there are three particu- 

lar aspects of the model's simulations that need to be improved: 

(1) Arctic regions in January are as much as lOoK too cold, be- 

cause of the model's underestimate of the dynamical transports of 

heat into high altitudes; ( 2 )  the simulation of the climatological 

fields in the vicinity of the Himalayas and Southeast Asia is no- 

ticeably poorer than in other areas -- for example, the rainfall 
rates in Southeast Asia are half the observed amount; and ( 3 )  the 

global albedo in July is too high when compared to satellite- 

derived values (0.35 vs. 0.26), at least partially because the mo- 

del-simulated deep, penetrating cumulus clouds occur too frequently 

in July. 
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1. Introdaction 

The global general circulation model ( E M )  of the Goddard Insti- 

tute for Space Studies ( G I S S )  was developed originally for use in ob- 

serving system simulation experiments, asynoptic data assimilation 

studies, and experimental forecasting (Jastrow and Halem, 1973). Pre- 

vious tests of the model's skill have been designed with these uses 

in mind (Somerville et al., 1974; Druyan, 1974; Tennenbaum, 1976; 

Druyan et al., 1976). These tests have shown that the model's skill 

at simulating tropospheric statistics and forecasting weather in the 

northern hemisphere in winter is comparable to that of other GCM's 

with similar resolution. 

More recently, the G I S S  model has been used in climate sensitiv- 

ity studies (Charney et al., 1974; Somerville et al., 1976). Valida- 

tion of any GCM for use in such studies requires somewhat different 

tests of its skill than those referred to above. Ideally one would 

like to demonstrate that the model can simulate accurately an observed 

change in climate. The one change for which good observations are 

available is the seasonal change from winter to summer, which is in 

fact just a climate change on a short time scale. Since the season- 

al changes are substantial, they represent a simple, stringent test 

for validating any climate model developed without reference to ob- 

served seasonal changes. 

Tests of the ability of other GCM's to simulate the atmosphere 

have also concentrated on simulations of winter conditions (Holloway 

and Manabe, 1971; Kasahara et al., 1973; Newson, 1974; Gates, 1975). 
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C u r r e n t  G C M ' s  g e n e r a l l y  p r e s c r i b e  boundary c o n d i t i o n s  such as  sea- 

s u r f a c e  tempera ture ,  b u t  t h i s  does  n o t  P reven t  One f r o m  t e s t i n g  t h e i r  

a b i l i t y  t o  s imula t e  seasona l  changes i n  a tmospher ic  p r o c e s s e s  t h a t  

accompany p r e s c r i b e d  s e a s o n a l  changes i n  boundary c o n d i t i o n s .  The * 

s k i l l  of a GCM i n  s i m u l a t i n g  Some a s p e c t s  Of s e a s o n a l  change has  been 

s t u d i e d  by Manabe e t  a l .  (1974) and Flambe and Holloway (1975) .  These 

s t u d i e s  w e r e  concerned w i t h  seasona l  changes i n  t h e  t r o p i c s  and i n  t h e  

h y d r o l o g i c a l  c y c l e ,  r e s p e c t i v e l y .  Y O w e v e r t  no s tudy  of t h e  s k i l l  of 

a GCM i n  s i m u l a t i n g ,  for  example, Seasonal changes i n  t h e  hemispher ic  

h e a t  ba l ance  o r  e n e r g e t i c s ,  or i n  t h e  p o l a r  h@ok ba lance ,  has  been 

p u b l i s h e d .  Po la r  c o n d i t i o n s  are  p a r t i c u l a r l y  c r u c i a l  i n  c l ima te  prob- 

l e m s  (SMIC Report ,  1971) and many s i m p l i f i e d  c l i m a t e  models have been 

based s o l e l y  on t h e  h e a t  balance (Sellers, 1 9 6 9 ;  Budyko, 1 9 6 9 ;  G a l -  

Chen and Schneider ,  1975 . 

Consequently,  in t h i s  paper  w e  p r e s e n t  a s tudy  of t h e  s k i l l  o f  

t h e  GISS GCM i n  s i m u l a t i n g  seasonal changes.  I n  s e c t i o n  2 w e  g i v e  

a b r i e f  d e s c r i p t i o n  of  t h e  model. More d e t a i l s  can be found i n  t h e  

pape r  by Somervi l le  e t  a l .  ( 1 9 7 4 ) .  I n  s e c t i o n  3 w e  d e s c r i b e  t h e  re- 

s u l t s  o f  an  experiment s imula t ing  t h e  J u l y  c l imato logy  which p a r a l l e l s  

t h e  January  s imula t ion  p resen ted  by Somervi l le  e t  a l .  ( 1 9 7 4 ) .  I n  sec- 

t i o n  4 w e  d i r e c t l y  compare t h e  January and J u l y  s i m u l a t i o n s  w i t h  each  

o t h e r  and w i t h  o b s e r v a t i o n s .  F i n a l l y ,  w e  summarize o u r  r e s u l t s  i n  

s e c t i o n  5 .  I 
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2. Model description 

The GISS model is a global, primitive equation model, with longi- 

tude and latitude as horizontal coordinates, and a vertical "sigma" 

coordinate defined by 

P - P, 

P is the pressure, Ps the surface pressure, and Pt the pressure at 

the top of the model atmosphere, taken to be 10 mb. Integrations are 

performed with nine equally-spaced levels in the vertical, a horizon- 

tal grid of four degrees of latitude by five degrees of longitude, 

and a time step of five minutes. The numerical method of integration 

is that given by Arakawa (1972) for a distribution of variab.les over 

the horizontal grid corresponding to his Scheme B. The space-differ- 

encing is quasi-conservative for enstrophy and kinetic energy, and 

the time-differencing is a combination of the regular Matsuno and the 

time-alternating space-uncentered DIatsurio procedures. 

The model contains no explicit sub-grid scale horizontal diffu- 

sion. Sub-grid scale vertical diffusion is included by means of dif- 

fusion laws with simple parameterizations for the kinematic eddy vis- 

cosity, thermal diffusivity, and water-vapor diffusivity based 'on 

Deardorff's (1967) work and on experiments with the GISS model (Stone 

et al., 1974). The only difference between the model used in the cal- 

culations and comparisons reported here, and that used in the calcula- 

tions reported earlier by Somerville et al. (1974), is in the calcula- 

tion of the eddy diffusion coefficients in the lowest model layer. In 

particular, these coefficients depend on the static stability of the 
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The d iaba t ic  h e a t i n g  i n c l u d e s  c o n t r i b u t i o n s  from r a d i a t i o n ,  con- 

d e n s a t i o n  and convect ion as  w e l l  a s  from d i f f u s i o n .  The a b s o r p t i o n  

of s o l a r  r a d i a t i o n  i s  parameter ized  w i t h  formulae based on d e t a i l e d  

m u l t i p l e  s c a t t e r i n g  c a l c u l a t i o n s  (Lacis and Hansen, 1 9 7 4 ) .  T h e  amount 

of a b s o r p t i o n  depends on t h e  model gene ra t ed  c louds  and humidi ty ,  and 

var ies  w i t h  t h e  solar  z e n i t h  a n g l e  and t h e  solar  f l u x .  The so la r  

z e n i t h  a n g l e  and f l u x  are  c a l c u l a t e d  from t h e  e a r t h ' s  o r b i t a l  e l emen t s ,  

and change d i u r n a l l y  and s e a s o n a l l y .  Long-wave r a d i a t i v e  h e a t i n g  

ra tes  are c a l c u l a t e d  from s i m p l i f i e d  non-gray c a l c u l a t i o n s  u s i n g  

t w i c e  t h e  number of model l a y e r s ,  and are dependent on t h e  model- 

gene ra t ed  c louds  and tempera ture  and humidi ty  f i e l d s .  

Condensation i n  t h e  model i s  gene ra t ed  by t w o  d i f f e r e n t  mechan- 

i s m s ,  large-scale s u p e r s a t u r a t i o n  and small-scale m o i s t  convec t ion .  

S u p e r s a t u r a t i o n  o c c u r s  whenever t h e  r e l a t i v e  humidi ty  exceeds l o o % ,  
and m o i s t  convec t ion  whenever t h e  moi s t  s t a t i c  energy  a t  lower 

a tmospher ic  l e v e l s  exceeds t h e  s a t u r a t e d  m o i s t  s t a t i c  energy  a t  

h i g h e r  levels.  T h e  d i a b a t i c  h e a t i n g  due t o  l a r g e  scale s u p e r s a t u r a -  

t i o n  i s  c a l c u l a t e d  by assuming t h a t  condensa t ion  r educes  t h e  r e l a t i v e  

. 

lowest model l a y e r  (see Eq. 1 2  of Somerv i l l e  e t  a l . ,  1 9 7 4 ) ,  and t h e  

method of  c a l c u l a t i n g  t h i s  s t a t i c  s t a b i l i t y  h a s  been changed. The 

d i f f e r e n c e  fo rmula  f o r  t h i s  q u a n t i t y  i n  t h e  earlier c a l c u l a t i o n s  used 

t h e  ground tempera ture ,  wh i l e  i n  t h e  p r e s e n t  c a l c u l a t i o n s  t h e  ground 

tempera ture  w a s  r e p l a c e d  by t h e  a tmospher ic  s u r f a c e  t empera tu re .  The I 

January  s imula t ion  d e s c r i b e d  by Somerv i l l e  e t  a l .  ( 1 9 7 4 )  w a s  r e p e a t e d  

w i t h  t h i s  modified formula,  i n  o r d e r  t o  g e t  a c l e a n  comparison w i t h  

t h e  J u l y  s imula t ion  described i n  s e c t i o n  3 below. 

8 
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humidi ty  of  t h e  s u p e r s t u r a t e d  levels to l o o % ,  and t h a t  t h e  condensed 

wa te r  e i t h e r  re -evapora tes  i n  t h e  n e x t  lower l a y e r s ,  o r  p r e c i p i t a t e s  

t o  t h e  ground i f  a l l  l o w e r  l a y e r s  are s a t u r a t e d ,  The h e a t i n g  due t o  

moi s t  convec t ion  is parameter ized  by Arakawa's scheme for  m o i s t  con- 

v e c t i o n  i n  a 3- layer  model (Arakawa e t  a l . ,  1969), g e n e r a l i z e d  t o  a 

9- layer  model. I n  t h i s  scheme t h e  atmosphere is hea ted  by t h e  subsi- 

dence gene ra t ed  by t h e  upward mass f l u x  i n  t h e  convec t ive  c l o u d s ,  and 

humidi ty  i n  e x c e s s  of  s a t u r a t i o n  i n  any l a y e r  condenses  and p r e c i p i -  

tates,  d i r e c t l y  t o  t h e  ground i n  t h e  case of deep or middle  l e v e l  con- 

v e c t i o n ,  o r  t o  t h e  n e x t  lowes t  unsa tu ra t ed  l a y e r  i n  t h e  c a s e  of l o w  

l e v e l  convec t ion .  Dry convect ion is also inc luded  by means o f  a con- 

v e n t i o n a l  a d i a b a t i c  ad jus tment  scheme, 

Clouds are gene ra t ed  whenever l a r g e  scale s u p e r s a t u r a t i o n  o r  

sma l l  scale m o i s t  convec t ion  occurs .  Table  2 . 1  l i s ts  t h e  e i g h t  c loud  

t y p e s  and  sub-types which may be gene ra t ed ,  depending on t h e  i n i t i -  

a t i n g  p r o c e s s  and t h e  atmospheric  l a y e r s  a f f e c t e d .  For each  c loud  

type  t h e  t a b l e  lists t h e  l a y e r s  i n  which t h e y  occur ( t h e  model ' s  

l a y e r s  are numbered from one t o  n i n e  from t o p  t o  b o t t o n ) ;  t h e  most 

c l o s e l y  analogous a tmospher ic  c loud type ;  t h e  c l o u d ' s  s h o r t  wave o p t i -  

c a l  t h i c k n e s s ;  and i t s  v i s u a l  albedo. The o p t i c a l  t h i c k n e s s ,  T, is  

based on o b s e r v a t i o n s  of t h e  analogous c loud  t y p e s ,  and t h e  a lbedos ,  

a ,  are c a l c u l a t e d  f r o m  an  approximate formula d e r i v e d  from s c a t t e r i n g  

, t heo ry  by Lac i s  and Hansen (19741, 

0.13~ 
1 + 0 . 1 3 ~  a =  

For purposes  of c a l c u l a t i n g  long-wave h e a t i n g  r a t e s ,  a l l  c l o u d s  are 

treated as b lack  bodies .  S u p e r s a t u r a t i o n  c louds  i n  l e v e l  9 and deep 

and middle  level convec t ive  c louds  are accompanied by p r e c i p i t a t i o n .  
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Ground tempera tures  are p r e d i c t e d  f r o m  t h e  n e t  h e a t i n g  and coo l -  

i n g  a t  t h e  s u r f a c e  by r a d i a t i o n ,  s e n s i b l e  h e a t ,  and  l a t e n t  h e a t  f l u x e s .  

Sea-sur face  tempera tures  are p r e s c r i b e d ,  and F ig .  2 . 1  shows t h e  v a l u e s  

used i n  t h e  J u l y  s imula t ion .  These sea - su r face  t empera tu res  w e r e  t aken  

from Schutz  and Gates' (1972) J u l y  a n a l y s i s ,  which i s  based  on data  J 

from Washington and T h i e l  (1970) and from t h e  Hydrographic O f f i c e  At- 

lases (1944, 1957, 1 9 5 8 ) .  The s u r f a c e  f l u x e s  o f  s e n s i b l e  and l a t e n t  

h e a t  and t h e  s u r f a c e  stress are parameter ized  by d r a g  l a w s .  The 

s u r f a c e  a lbedo  is  t aken  t o  be 0.07 ove r  water ,  0.14 ove r  l a n d ,  and 

0 . 7  ove r  ice and snow. The d i s t r i b u t i o n  o f  ice used i n  t h e  J u l y  simu- 

l a t i o n  i s  shown i n  F ig .  2 . 2 .  Th i s  d i s t r i b u t i o n  w a s  a l s o  t aken  from 

Schutz  and G a t e s  ( 1972) .  The snow l i n e  over l a n d  v a r i e s  d a i l y  accord-  

i n g  t o  E q .  (11) given by Somervi l le  e t  a l .  ( 1 9 7 4 ) .  The ground we tness ,  

GW, ( p e r c e n t  o f  s a t u r a t i o n )  used i n  t h e  c a l c u l a t i o n  o f  l a t e n t  h e a t  

f l u x e s  a t  t h e  s u r f a c e  i s  f i x e d ,  and i s  c a l c u l a t e d  f o r  each  g r i d  p o i n t  

over l a n d  from observed mean s u r f a c e  re la t ive  h u m i d i t i e s ,  SRH,  by 

u s i n g  t h e  formula 

SRH - 1 5  
85 GW = 

The s u r f a c e  r e l a t i v e  h u m i d i t i e s  used i n  t h i s  c a l c u l a t i o n  w e r e  t h o s e  

g iven  by Gates (1972) ,  which were based on da ta  from Cru tche r  and 

Meserve (1970) and T a l j a a r d  e t  a l .  (1969) .  The r e s u l t i n g  v a l u e s  of 

Ground Wetness fo r  J u l y  are i l l u s t r a t e d  i n  F ig .  2 .3 .  G r i d  p o i n t s  

w i t h  i ce ,  snow o r  ocean are assumed t o  have a ground wetness  o f  1 0 0 % .  

The ground h a s  a r ea l i s t i c  topography,  i l l u s t r a t e d  i n  F i g .  4 of 

Somerv i l l e  e t  a l .  ( 1 9 7 4 ) .  The boundary c o n d i t i o n s  used i n  t h e  Janu- 

a r y  s i m u l a t i o n s  a r e  g iven  by Somerv i l l e  e t  a l .  (1974) .  
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3. J u l y  s i m u l a t i o n  

The J u l y  s i m u l a t i o n  w a s  c a r r i e d  o u t  i n  a way e x a c t l y  ana logous  

t o  t h e  January  s imula t ion .  The i n t e g r a t i o n  w a s  s ta r ted  f r o m  an  i n i -  

t i a l  s ta te  t aken  f r o m  rea l  d a t a ,  i n  t h i s  case data for  18 June  1973, 

s u p p l i e d  by t h e  N a t i o n a l  Meteorological Cen te r  (NMC) i n  Washington, 

D. C. (The Janua ry  i n t e g r a t i o n  s t a r t e d  f r o m  rea l  data f o r  20 Decem-  

ber, 1972). The data w e r e  t aken  f r o m  N M C ' s  expe r imen ta l  g l o b a l  data 

set ( F l a t t e r y ,  1 9 7 1 ) .  T h i s  d a t a  d i d  n o t  i n c l u d e  h u m i d i t i e s  for  t h e  

model ' s  upper three l a y e r s ,  so  climatological v a l u e s  w e r e  used for  

t h e s e  h u m i d i t i e s .  The sea - su r face  t empera tu re ,  ice c o v e r ,  and s o i l  

moi s tu re  throughout  t h e  i n t e g r a t i o n  w e r e  f i x e d  a t  t h e  J u l y  mean c l i -  

m a t o l o g i c a l  v a l u e s  g iven  i n  s e c t i o n  2 .  Solar d e c l i n a t i o n ,  solar  i n -  

s o l a t i o n  and snow l i n e  v a r i e d  w i t h  c a l e n d a r  d a t a  as described i n  

s e c t i o n  2. 

a )  T ime  e v o l u t i o n  

The i n t e g r a t i o n  w a s  c a r r i e d  o u t  f o r  44 days of s i m u l a t e d  t i m e ,  

th rough J u l y  31. F igs .  3 . 1  and 3.2 show t h e  computed t i m e  e v o l u t i o n  

i n  the Northern and Southern Hemispheres, r e s p e c t i v e l y ,  o f  t h e  i n t e -  

g r a t e d  t r o p o s p h e r i c  ( l a y e r s  2-9)  zonal  k i n e t i c  energy  ( K M ) ,  eddy 

k i n e t i c  energy  ( K E ) ,  zona l  a v a i l a b l e  p o t e n t i a l  energy  (P ) and eddy 

avai lable  p o t e n t i a l  energy  (PE). 

s t a t e ,  a q u a s i - e q u i l i b r i u m  s t a t e  w a s  ach ieved  w i t h i n  a f e w  days.  The 

longer - te rm changes i n  t h e  hemispheric  e n e r g i e s  d u r i n g  t h e  i n t e g r a -  

t i o n  are s e a s o n a l  changes,  and are realist ic.  For example, P e i x o t o  

and O o r t  ( 1 9 7 4 )  found t h a t  i n  t h e  Northern Hemisphere t h e  monthly 

mean v a l u e  of PM changed from 18.8 x lo5 J K I - ~  i n  June  t o  1 3 . 0  x 10 

M 
Because o f  t he  rea l i s t ic  i n i t i a l  

5 
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J m-2 in July; a similar change is apparent in Fig. 3 , l .  

In addition, smaller amplitude fluctuations occur, especially in 

eddy energies in the Southern Hemisphere. These fluctuations have the' 

same properties as the vacillations found in the Southern Hemisphere 

EOLE balloon data by Webster and Keller (1975). For example, the 

fluctuations have about a 20-day period, and the changes in the eddy 

and zonal kinetic energies are negatively correlated, in accord with 

Webster and Keller's findings. This vacillation is also apparent in 

the January simulation of the Southern Hemisphere (Somerville et al., 

1974, Fig. 10). There is just a hint of a similar vacillation in the 

Northern Hemisphere energies, but if it i s  real, it is much less pro- 

nounced than in the simulated Southern Hemisphere. An experiment in 

which the sub-grid scale eddy viscosity was completely suppressed 

shows this same sort of vacillation more prominently in the Northern 

Hemisphere (Stone et al., 1974). This suggests that the greater pro- 

minence of the vacillation in the Southern Hemisphere is due to a 

smaller effective viscosity in the Southern Hemisphere, perhaps be- 

cause of the lesser prominence of mountains in the Southern Hemi- 

sphere. 

d 

The simulated energy cycle is discussed in section 4a below. 

b) Zonal mean state 

Figs. 3 . 3 - 3 . 5  show the simulated zonal mean wind fields, along 
I with the observed zonal mean wind fields in the Northern Hemisphere 

based on data from Oort and Rasmusson (1971). The simulated mean 

zonal motions (Fig. 3 . 3 . )  are in excellent agreement with the obser- 

vations. In fact the July simulation of zonal winds is superior to 
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Y 

the January sirnulation in the Northern Hemisphere, rnainly because the 

model's resolution in the stratosphere is inadequate for resolving 

the Northern Hemisphere's polar night jet (Somerville et al., 1974). 

The mean meridional and vertical motions (Figs. 3.4 and 3.5, respec- 

tively), are simulated well qualitatively -- i.e., the strong South- 

ern Hemisphere Hadley cell and the weak Northern Hemisphere Hadley 

and Ferrel cells are all reproduced in the simulations in about the 

right locations. However, the meridional circulations in the simu- 

lation are understimated compared to the observations. This under- 

estimate is most apparent in the magnitudes of the vertical veloci- 

ties (Fig. 3.5) and of the meridional stream function (see Fig. 4.6 

below). Similar underestimates occurred in the January simulation 

(Somerville et al.,1974). The underestimate of the strength of the 

Hadley cells may be due to the omission from the model of any verti- 

cal mixing of momentum by moist convection (Stone et al., 1974; 

Schneider and Lindzen, 1976). The strength of the Ferrel cells is 

closely related to the strength of the eddy fluxes (Kuo, 1956). Con-  

sequently the weakness of the simulated Ferrel cells may be attri- 

buted to the underestimate of the eddy flux of momentum in the simu- 

lations (see Fig. 3.9 below). 

Figs. 3.6, 3.7, and 3.8 show the zonal mean temperature, poten- 

tial temperature, and specific humidity fields, respectively, from 

the J u l y  simulation, together with the observed fields, based on 

Oort and Rasmusson's (1971) data. The simulated temperature and 

potential temperature fields are generally in good agreement with 

the observations in the troposphere . For example, the tropospheric 
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c) Meridional transports 

Figs. 3.9 -3.14 show the simulated and observed zonal mean fields 

of the meridional transports of westerly momentum, sensible heat, and 

water vapor by eddies and by the mean meridional circulations. The 

observed fields are based on Oort and Rasmusson's data (1971). In 

calculating the transports we have followed Oort and Rasmusson's 

(1971) definitions of the transports. Qualitatively, the simulated 

meridional transports are realistic. For example, the transports in 

low latitudes are dominated by the Southern Hemisphere Hadley cell 

(Figs. 3.10, 3.12, and 3.14) while the transports in mid and high lati- 

tudes are dominated by the eddies (Figs. 3 . 9 ,  3.11 and 3.13) ; the 

eddy momentum transport tends to concentrate the mid-latitude jets 

(Fig. 3 . 9 ) ;  the poleward transport of sensible heat by the eddies 

shows the characteristic double maximum in mid-latitudes, one near 

the surface and one near the tropopause (Fig. 3.11); and the pole- 

ward transport of water vapor by the eddies is concentrated near the 

J 
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surface in mid-latitudes (Fig. 3.13). The simulated locations of the 

maxima in the different components of the meridional transports are 

also in very good agreement with the observed locations. 

However, the strength of the transports is generally underesti- 

mated in the July simulation, just as they were in the January simu- 

lation (Somerville et al., 1974). The previously described under- 

estimate of the strength of the Hadley and Ferrel cells causes the 

transports of momentum and sensible heat by the mean meridional cir- 

culations to be about one-half as large as the observed transports 

in the poleward branch of the Southern Hemisphere Hadley cell, and 

much smaller than the observed transports in mid-latitudes (Figs. 

3.10 and 3.12). The maximum in the eddy transport of momentum near 

the tropopause in mid-latitude is about one-third as strong in the 

simulation as in the observations (Fig. 3.9). This deficiency is 

to be expected in view of the model's underestimate of the strength 

of eddies in general (see section 4a below). Such underestimates 

appear to be common in general circulation models (Manabe et al., 

1970; Kasahara et al., 1973; Somerville et al., 1974). On the other 

hand, the simulated maximum in the eddy transport of sensible heat 

is much more realistic (Fig. 3.11). The maximum water vapor trans- 

port by the equatorward branch of the Southern Hemisphere Hadley cell 

is overestimated in the simulation (Fig. 3.14), but this transport 

is also too sharply peaked near the ground, so the total transport in 

the simulation is close to the observed transport. 
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d) Eddy activity 

Fig. 3.15 shows the zonal mean distribution of the computed and 

observed variances of the temperature field in July. This variance 

is one convenient measure of eddy activity. The computed variances 

are in good agreement with the observed variances. Both lack the 

sharp maximum found in January in mid-latitudes near the surface 

(Somerville et al., 1974). 

Fig. 3.16 shows the eddy kinetic energy spectrum for the North- 

ern Hemisphere troposphere (levels 2-9) in the July simulation. 

Saltzman's ( 1 9 7 0 )  conventions were used in calculating the spectrum. 

The eddy kinetic energy peaks at low wave-numbers, but does not fall 

off sharply with wave-number until wave-numbers beyond 9 are reached. 

In January the sharp fall-off in the simulated spectruia occurred 

after wave-number 5 (Somerville et al., 1974). In the wave-number 

range 8-15 the computed spectrum had an approximate -2.4 power de- 

pendence on wave-number in July, and an approximate -2.5 power de- 

pendence in January. These results may be contrasted with the - 3  

power dependence of geostrophic or two-dimensional turbulence. At 

all wave-numbers, the kinetic energy in July is less than in January, 

with the difference being largest at wave-numbers 2-5. 

e) Diabatic heating 

Figs. 3 . 1 7  and 3.18 show the zonal mean radiative heating rates 

due to solar and terrestrial radiation, respectively, calculated from 

the July simulation. The distributions are in good qualitative agree- 

ment with independent calculations (e.g., Dopplick, 1 9 7 2 ) .  Quanti- 

tative checks of the simulated atmospheric heating rates are not yet 
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p o s s i b l e ,  s i n c e  t h e y  are v e r y  s e n s i t i v e  t o  t h e  ver t ical  d i s t r i b u t i o n  

o f  c l o u d  cover used i n  t h e  c a l c u l a t i o n s  (Haurwitz and Kuhn, 1 9 7 4 ) ,  

and t h e  a c t u a l  ver t ica l  d i s t r i b u t i o n  i s  n o t  w e l l  known. The s e a s o n a l  

changes i n  t h e  s i m u l a t e d  r a d i a t i v e  h e a t i n g  rates a g r e e  w i t h  o n e ' s  ex- 

p e c t a t i o n s :  r e f l e c t i n g  t h e  January h e a t i n g  rates abou t  t h e  e q u a t o r  

would give a good approximation t o  t h e  J u l y  h e a t i n g  rates. 

Figs .  3.19 and 3.20 show t h e  zona l  mean h e a t i n g  rates i n  t h e  

J u l y  s i m u l a t i o n  due t o  parameter ized  sub-gr id  scale m o i s t  convec t ion  

and large scale s u p e r s a t u r a t i o n ,  r e s p e c t i v e l y .  The former p r o c e s s  

dominates  i n  t h e  t r o p i c s ,  and t h e  l a t t e r  i n  mid and h igh  l a t i t u d e s .  

Again t h e  J u l y  h e a t i n g  rates r e p r e s e n t  approximate ly  a r e f l e c t i o n  

of the  Janua ry  h e a t i n g  ra tes  about  t h e  e q u a t o r .  Other  d i a b a t i c  pro-  

cesses i n  t h e  model, i .e.,  sub-grid scale d i f f u s i o n  and d r y  convec- 

t i o n ,  have n e g l i g i b l e  a tmospheric  h e a t i n g  rates compared t o  t h o s e  

i l l u s t r a t e d  i n  F igs .  3 . 1 7 -  3.20. 

4 .  Seasona l  Changes 

I n  t h i s  s e c t i o n  w e  p r e s e n t  r e s u l t s  f r o m  t h e  J u l y  s i m u l a t i o n  de- 

s c r i b e d  i n  t h e  p reced ing  s e c t i o n ,  t o g e t h e r  w i t h  r e s u l t s  f r o m  t h e  Janu- 

a r y  s i m u l a t i o n s  and from o b s e r v a t i o n s ,  i n  o r d e r  t o  a s c e r t a i n  t h e  model ' s  

a b i l i t y  t o  s i m u l a t e  seasona l  changes.  The Janua ry  and J u l y  s i m u l a t i o n s  

d e s c r i b e d  h e r e  d i f f e r  on ly  i n  t h e  c h o i c e  o f  i n i t i a l  c o n d i t i o n s  and 

boundary c o n d i t i o n s .  The January s i m u l a t i o n  r e s u l t s  d i f f e r  s l i g h t l y  

f rom those p r e s e n t e d  by Somerville e t  a l .  ( 1 9 7 4 )  because  t h z y  use t h e  

modi f ied  formula f o r  t h e  eddy d i f f u s i o n  c o e f f i c i e n t s  i n  t h e  l o w e s t  

l a y e r  referred t o  i n  s e c t i o n  2 ,  and because a l l  of  t h e  p r e s e n t  c a l c u -  
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l a t i o n s  are based on a sampling i n t e r v a l  of f o u r  h o u r s  i n s t e a d  of 

twelve  hours .  I n  a d d i t i o n ,  t h e  l a t i t u d e - h e i g h t  d i s t r i b u t i o n s  o f  

eddy t r a n s p o r t s  of  momentum, s e n s i b l e  h e a t  and w a t e r  vapor  pub- 

l i s h e d  i n  Somervi l le  e t  a l .  (1974) w e r e  i n a c c u r a t e ,  because  of a 

programming e r r o r  i n  t h e  d i a g n o s t i c  code. The d i f f e r e n c e  between 

, t h e  pub l i shed  t r a n s p o r t s  and t h e  corrected t r a n s p o r t s  i s  1 0 %  t o  

20%. 

a )  Energy c y c l e  

One convenient  measure of  t h e  overa l l  performance of a g e n e r a l  

c i r c u l a t i o n  model i s  t h e  accuracy  w i t h  which it s i m u l a t e s  t h e  atmo- 

s p h e r e ' s  energy  c y c l e .  The s imula t ed  energy  c y e l e s  i n  t h e  Nor thern  

Hemisphere t roposphe re  ( leve ls  2 t o  9)  f o r  J anua ry  and J u l y  are  

shown i n  F ig .  4 . 1 .  The cor responding  observed energy  c y c l e s  e s t i -  

mated by O o r t  and P e i x o t o  (1974) a re  shown i n  F ig .  4 . 2 .  The new 

symbols i n  t h e  f i g u r e s  are  d e f i n e d  a s  fol lows:  

G(X) -- g e n e r a t i o n  o f  X 

D ( X )  -- conver s ion  o f  X 

C ( X , Y )  -- convers ion  o f  X t o  Y 

The model 's  e n e r g e t i c s  were computed f o r  t h e  mixed space-time 

domain us ing  t h e  same formulae a s  O o r t  and P e i x o t o  ( 1 9 7 4 )  w i t h  t h e  

excep t ion  of C(P K ) .  Oort  and P e i x o t o  c a l c u l a t e d  t h i s  conve r s ion  M' M 

J 
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from 

whereas the model-generated value was calculated from the more common 

definition (Oort, 1964; Saltzmann, 1970) 
% 

(Oort and Peixoto's (1974) notation is used in these expressions.) 

For the global domain these two formulations are identical, but for 

the hemispheric domain they differ considerably because the flux of 

potential energy across the equator is significant (see Fig. 4.13 

below). The previously published calculations for the simulated 

energy cycle in January (Somerville et al., 1974) used Oort's (1964) 

approximate formulae, which neglect variations of the static stabi- 

lity. Oort and Peixoto's (1974) formulae do not neglect these vari- 

ations and give substantially different results for P Con- 

sequently, the energy box diagrams presented here use the exact for- 

mulae, and the diagram for January in Fig. 4.1 differs from that 

presented by Somerville et al. (1974). 

and PE. M 

The simulated Northern Hemisphere energy cycle and its seasonal 

change agree quite well with the observations. The most notable dis- 

crepancy in the simulations is the understimate of KE. This is a 

common feature of general circulation models, apparently caused by 

inadequate horizontal resolution (Manabe et al., 1970; Wellck et al., 

1971). 

-- i.e., the July value is 55% of the January value in both the simu- 
lations and the observations. 

. 

However, even for KE the simulated seasonal change is accurate 

The January values of PM and KM in 
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the simulations are about 20% higher than in the observations, because 

the meridional temperature gradient in the simulated January is too 

large (see Fig. 4.11 below). Because of this larger gradient, the 

meridional deviation from the area mean temperature on isobaric sur- 

faces is increased, thus increasing PM, and the mean zonal thermal 

wind is increased, thus increasing KM. 

discrepancy between the simulated and observed values of G ( P  ) are 

significant. The "observed" values were in fact calculated as resi- 

duals, and different methods of estimating G ( P M )  give substantially 

different values (Oort and Peixoto, 1974). 

It is not clear whether the 

M 

The simulated energy cycle for the Southern Hemisphere tropo- 

sphere (levels 2 - 9) is shown in Fig. 4.3 for January and July. The 

energy cycle is qualitatively similar to that for the Northern Hemi- 

sphere. However, the seasonal changes in the Southern Hemisphere 

are significantly less than in the Northern Hemisphere, because 

of the moderating influence of the greater ocean area in the 

Southern Hemisphere. 

b) Momentum balance 

Fig. 4.4 shows the latitudinal distribution of vertically aver- 

aged mean zonal wind for the model atmosphere for January and July, 

together with the observed values based on data from Oort and Rasmus- 

son (1971). In all the subsequent figures in this section with the 

same format as Fig. 4.4, the solid curves refer to the simulated 

January atmosphere, the dashed curves to the simulated July atmo- 

sphere, the triangles to the observed January atmosphere, and the 

circles to the observed July atmosphere. The vertical averages are 

J 
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all computed for the troposphere -- i.e.,for the model the data are 

averaged over layers 2 to 9, corresponding approximately to pressures 

from 120 mb to the surface, and for the observations (Oort and Ras- 

musson, 1971) the data are averaged over pressures from 125 mb to 

1012.5 mb. 

Fig. 4.4 shows that the seasonal variation in the Northern Hemi- 

sphere jet is simulated accurately by the model. In particular, the 

jet is displaced 10' northward in July, and is only half as strong 

as in January. As reported previously (Somerville, 19741, the model- 

calculated Northern Hemisphere jet in January is too broad, because 

the model-calculated meridional temperature gradient in northern high 

latitudes is too large (see Fig. 4.11 below). 

thern Hemisphere jet in July is simulated much more accurately. The 

seasonal changes in the jet in the Southern Hemisphere are much less 

pronounced than in the Northern Hemisphere. 

The width of the Nor- 

Figs. 4.5 and 4.6 show the meridional stream function from the 

simulations and the observations for January and July, respectively. 

The model's underestimate of the strength of the meridional circula- 

tions is again apparent, but the underestimate in January and July 

is consistent so that the seasonal changes are simulated accurately. 

In both the simulations and the observations, the Northern Hemisphere 

Hadley cell all but disappears in July,and the Northern Hemisphere 

Ferrel cell is only about one-third as strong in July as in January. 

The seasonal behavior in the Southern Hemisphere in the simulations 

contrasts strongly with the behavior in the Northern Hemisphere. In 

particular, the strength of the Ferrel cell in the Southern Hemisphere 
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shows virtually no change from January to July. The model's under- 

estimate of the circulation in the Hadley cells is less in the South- 

, ern Hemisphere than in the Northern Hemisphere. 

Fig. 4.7 shows the latitudinal distribution of the northward 

transport in the troposphere of relative angular momentum by the 

large scale eddies (transient plus stationary) and by the mean meri- 

dional circulations for both January and July, as simulated by the 

model, together with the observed transports based on data from Oort 

and Rasmusson (1971). The results are what one would expect from the 

already quoted results for eddy kinetic energy and the mean meridional 

stream function. The eddy transports and mean transports are under- 

estimated in the simulations, but their seasonal changes are simulated 

reasonably well. In the summer the mean transports virtually disap- 

pear and the eddy transports are reduced,by a substantial amount in 

the Northern Hemisphere and by a lesser amount in the Southern Hemi- 

sphere. 

J 

c) Hydrological cycle 

Fig. 4.8 shows the tropospheric mean specific humidity as a func- 

tion of latitude for January and July, both from the simulations and 

from the observations (Oort and Rasmusson, 1971). The model's under- 

estimate of the strength of the winter Hadley cell leads to an under- 

I estimate of the moisture transport by the equatorward branch of the 

Northern Hemisphere Hadley cell in January (see Fig. 4.14 below), and 

this results in an underestimate of the humidity near the equator in 

, the January simulation, as is apparent in Fig. 4.8. However, Fig. 

4.8 shows that on the whole the simulated seasonal changes in the 
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hw~idity agree quite well with the observations. 

is not surprising when one considers that the specific humidity is 

strongly controlled by the temperature through the Clausius-Clapeyron 

relation, and that the sea-surface temperatures in the simulations are 

prescribed to have the observed January and July values. The simulated 

seasonal changes in the humidity in the Southern Hemisphere are again 

much smaller than in the Northern Hemisphere bkcause of the greater 

moderating effect of the southern oceans. 

This good agreement 

\ 

Figs. 4.9 and 4.10 show the zonal mean precipitation and evapora- 

tion rates, respectively, for January and July, from the simulations 

and the observations. The observed values in both figures are taken 

from Mijller (1951) and Budyko (1963), respectively, as analysed by Schutz 

and Gates (1971,1972a,b). The observed precipitation rates are actually 

seasonal rates, i.e.,means for December-January-February and June-July- 

August, rather than for January and July. The simulated seasonal chan- 

ges in the precipitation rates are in good agreement with the observa- 

tions. In particular, the changes are small, except in the subtropics, 

where the rainfall is substantially increased in summer. 

The simulated evaporation rates shown in Fig. 4.10 are system- 

atically lower than the observed (actually inferred) rates in low 

latitudes. Most of the evaporation comes from the ocean surface, 

which is prescribed to have the correct climatological temperature 

for each month. However, the simulated atmospheric specific humidi- 

ties near the surface are high (see Fig. 3 . 8 )  and this probably ac- 

counts for the underestimate of the evaporation rates. Similar under- 

estimates of the evaporation from the oceans have appeared in other 

simulations with similar resolution (Holloway and Manabe, 1971). 
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d) Heat Balance 

Fig. 4.11 shows the mean tropospheric temperature for January 

and July as a function of latitude, from both the simulations and the 

observations (Oort and Rasmusson, 1971). In low and mid latitudes, 

the seasonal temperature change has been simulated accurately. How- 

ever there is a notable discresancy in th north polar regions. These 

regions are as much as lOoK too cold in the January simulation, al- 

though they are simulated much more accurately in July. 

resulting overestimate of the meridional temperature gradient in the 

simulated January which causes the broadness of the jet and the over- 

estimate of KM and Pbl in the Northern Hemisphere in January. 

tion, the simulated Northern Hemisphere temperatures in July are sys- 

tematically 1°K or 2OK too cold. 

It is the 

In addi- 

Other GCM's with similar horizontal resolution show comparable 

discrepancies in north polar regions in January (Holloway and Manabe, 

1971; Kasahara et al., 1973; Newson, 1974). In these latitudes the 

amount of solar heating is negligible in January, and there are very 

few ocean grid points (which act as heat reservoirs in the model). 

Consequently, the temperatures are determined essentially by a bal- 

ance between the import of heat by atmospheric motions from l o w  lati- 

tudes and the export of heat by long-wave radiation to space. The 

lower temperatures in the simulations thus imply that the dynamical 

heating and long-wave cooling are both reduced compared to the atmo- 

spheric situation. In fact the model-simulated long-wave radiation 

to space in the arctic regions in January is about 20% smaller than 

the amount measured from satellites (Vander Haar and Suomi, 1971). 
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This reduction is what one would expect for lower temperatures. 

On the other hand, the lower temperatures imply larger meridional 

temperature gradients, as illustrated in Fig. 4.11. One would expect 

these increased gradients to be accompanied by an increased dynamical 

flux into arctic regions in January, Actually, the dynamical flux 

in the January simulation is reduced, as shown in Fig. 4.12. This 

figure shows the meridional tropospheric flux across a latitude cir- 

cle of total energy (potential energy plus latent heat plus sensible 

heat plus kinetic energy) by all atmospheric motions as a function 

of latitude, calculated both from the simulations and from the observa- 

tions (Oort and Rasmusson, 1971). At 58'N in January, the simulated 

transport is about 30% less than the observed transport, and this 

reduction implies a decrease in the mean dynamical heating rate in 

higher latitudes of about 1/3'K per day. 

mica1 flux is the apparent cause of the low arctic temperatures in 

January. Discrepancies in the total meridional flux at lower lati- 

tudes have a much smaller impact on mean temperatures because they 

are spread over much larger areas. Similar deficiencies in the dyna- 

mica1 heating rate in north polar regions are apparent in January 

simulations by other GCM's with comparable resolution (Holloway and 

Manabe, 1971; Kasahara et al., 1973). By contrast, Fig. 4.12 shows 

that the simulation of the meridional energy flux in July is much 

more realistic. 

This reduction in the dyna- 

Figs. 4.13, 4.14 and 4.15 show the individual components of the 

meridional energy flux which make significant contributions to the 

total flux, i.e., the flux of potential energy by the mean meridional 
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c i r c u l a t i o n s  (F ig .  4.131, and t h e  f l u x e s  of l a t e n t  h e a t  ( F i g .  4 . 1 4 )  

and s e n s i b l e  h e a t  (F ig .  4.15) by t h e  large scale e d d i e s  and by t h e  

mean mer id iona l  c i r c u l a t i o n .  Once a g a i n  t h e s e  f i g u r e s  show t h e  mean 

t r o p o s p h e r i c  f l u x e s  vs. l a t i t u d e  for  b o t h  January  and J u l y ,  c a l c u -  

l a t e d  from b o t h  t h e  s i m u l a t i o n s  and t h e  o b s e r v a t i o n s  ( O o r t  and R a s -  

musson, 1 9 7 1 ) .  The s e a s o n a l  changes i n  t h e s e  f l u x e s  are i n  good 

q u a l i t a t i v e  agreement w i t h  t h e  o b s e r v a t i o n s .  For  example, t h e  sea- 

s o n a l  r e v e r s a l  i n  s i g n  of t h e  c ross -equatorward  t r a n s p o r t s  by t h e  

mean mer id iona l  c i r c u l a t i o n  and t h e  s h a r p  d e c r e a s e  i n  t h e  t r a n s p o r t s  

by t h e  Hadley c e l l s  i n  summer (F igs .  4.13, 4 . 1 4 b ,  4 . 1 5 b ) ,  and t h e  

s h a r p  d e c r e a s e  i n  t h e  eddy t r a n s p o r t  o f  s e n s i b l e  h e a t  i n  t h e  North- 

e r n  Hemisphere i n  summer (F ig .  4.15a) are reproduced by t h e  s imula-  

t i o n s .  However, t h e  d e f i c i e n c i e s  no ted  p r e v i o u s l y  -- namely t h e  

u n d e r e s t i m a t e s  of t h e  s t r e n g t h  of  t h e  Hadley ce l l s  and o f  t h e  a c t i v -  

i t y  o f  t h e  l a r g e  scale e d d i e s  -- a g a i n  cause  m o s t  o f  t h e  i n d i v i d u a l  

components o f  t h e  mer id iona l  f l u x  t o  be unde res t ima ted .  The sea- 

s o n a l  changes i n  t h e  Southern Hemisphere are a g a i n  much less t h a n  

i n  t h e  Nor thern  Hemisphere. The s e a s o n a l  chanqes i n  t h e  eddy l a t e n t  

h e a t  f l u x  ( F i g .  4 . 1 4 a )  are  much less t h a n  t h e  s e a s o n a l  changes i n  

t h e  eddy s e n s i b l e  h e a t  f l u x  (F ig .  4 . 1 5 a ) ,  because  s e a s o n a l  changes 

i n  eddy a c t i v i t y  t e n d  t o  be compensated by s e a s o n a l  changes i n  spe-  

c i f i c  humidi ty  ( c f .  F i g s .  4 . 1  and 4 . 8 ) .  

F i g s .  4 .13,  4 . 1 4  and 4.15 show t h a t  t h e  d e f i c i e n c y  i n  t h e  dyna- 

m i c a 1  h e a t i n g  of n o r t h  p o l a r  r e g i o n s  i n  Janua ry  i s  p r i m a r i l y  due t o  

t h e  unde res t ima te  of  t h e  eddy f l u x  o f  s e n s i b l e  h e a t .  Th i s  f l u x  can  

be s e p a r a t e d  i n t o  t h e  c o n t r i b u t i o n s  by s t a n d i n g  e d d i e s  and by t r a n -  

s i e n t  e d d i e s ,  and it t h e n  becomes a p p a r e n t  t h a t  t h e  ma in  d e f i c i e n c y  
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is in the standing eddy flux of sensible heat in mid-latitudes. Fig. 

4.16 shows this flux calculated for the troposphere as a function of 

latitude from the simulations and also from observations (Oort and 

Rasmusson, 1971). Since the stationary eddies virtually disappear in 

summer, errors in simulating the associated flux only affect the simu- 

lation of north polar temperatures in January. One possible source of 

error in the simulated standing eddy flux is the smoothed field of topo- 

graphy prescribed in the model (Somerville et al., 1974). 

The discrepancy in the July temperatures in the Northern 

Hemisphere is systematic (see Figure 4.11) and cannot be ex- 

plained by deficiencies in the dynamical heating rates, which 

in July are not systemmatically high or low (see Figure. 4.12). 
i 

Rather the discrepancy must be attributed to deficiencies in 

the simulation of the radiative heating. In particular, the 

lower temperatures in the July simulation imply that the simu- 

lated absorption of short-wave radiation and emission of long- 

wave radiation are too low. 

The deficit in the short-wave absorption is revealed in the cal- 

culated value of the global albedo. In the July simulation this is 

0.346, whereas the mean value measured by satellites for the months 

of June, July and August is 0.26 (Vonder Haar and Suomi, 1971). This 

discrepancy is more than ample to account for the 1 ° K  to 2 O K  discrep- 

ancies shown in Fig. 4.11. The discrepancy would be even greater if 

it were not for the stabilizing effect of prescribing sea surface tem- 

peratures. No comparable discrepancy in the albedo appeared in the 

January simulation. The simulated mean global albedo for January 
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I of December, January and February of 0.31 (Vonder Haar and Suomi, 

was 0.325, which may be compared to the observed value for the months 

I 

1971). It is noteworthy that the simulated seasonal change in the 

global mean albedo has the wrong sign. 

The main contributor to the global mean albedo is cloud albedo. 

Table 4.1 shows the percentage cloud cover for each hemisphere and 

each season in the simulations, broken down by cloud type. In general 

the convective clouds increase in summer, while the supersaturation’ 

clouds decrease. Thus, changes in the two cloud types tend to com- 

pensate each other. The total cloud cover shows opposite tendencies 

in the different hemispheres, increasing in summer in the Northern 

Hemisphere, but increasing in winter in the Southern Hemisphere. The 

simulated total cloud cover in the Northern Hemisphere is in excel- 

lent agreement with the observed values of 0.48 in January and 0 .52  

in July (Sasamori et al., 1972). Also the distribution of convec- 

tive cloud types is realistic, in particular the dominance of low 

level and deep penetrating convection (Ogura and Cho, 1973). How- 

ever, the seasonal tendency in the total cloud cover in the Southern 

Hemisphere is opposite to thdt reported by Sasamori et al. (1972). 

Figs. 4.17 and 4.18 show the latitudinal variations of mean 

cloud cover due to convective clouds and supersaturation clouds, re- 

spectively. In these figures the cloud covers generated by the simu- 

lations are compared with observed values based on the analysis by 

Rodgers (1967) for the Northern Hemisphere and by Sasamori et al. 

(1972) for the Southern Hemisphere. In calculating the observed 

cloud covers from their cloud covers for individual cloud types, we 
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assumed t h a t  c loud  t y p e s  occur r ing  a t  d i f f e r e n t  l e v e l s  had a random 

o v e r l a p .  These f i g u r e s  show t h a t  t h e  s i m u l a t e d  s e a s o n a l  changes i n  

t h e  Nor thern  Hemisphere are realist ic a s  f a r  as t h e  s u p e r - s a t u r a t i o n  

c l o u d s  are concerned,  b u t  are much too large as f a r  as t h e  c o n v e c t i v e  

I c l o u d s  are concerned. Th i s  i n c r e a s e  i n  t h e  c o n v e c t i v e  c loud  cover i n  

t h e  Nor thern  Hemisphere summer i s  main ly  a t t r i b u t a b l e  t o  t h e  i n c r e a s e  

i n  p e n e t r a t i n g  convec t ive  c l o u d s  (see Table  4 . 1 ) .  S ince  t h e s e  c l o u d s  

have a l b e d o s  o f  0.81 (see Table  2 . 1 )  t h e  d i sc repancy  i n  t h e  deep con- 

v e c t i v e  c l o u d s  c o u l d  accoun t  f o r  much o f  t h e  d i sc repancy  i n  t h e  a l -  

bedo i n  t h e  J u l y  s i m u l a t i o n .  The poor s i m u l a t i o n  of t h e  deep ,  pene- 

t r a t i n g  convec t ive  c loud  cover  can be a t t r i b u t e d  t o  inadequac ie s  i n  

t h e  p a r a m e t e r i z a t i o n  scheme f o r  moist convec t ion  (S tone  e t  a l . ,  1 9 7 5 ) .  

I t  i s  i n t e r e s t i n g  t o  n o t e  t h a t  t h i s  d i s c r e p a n c y  w a s  n o t  accompanied 

by a s i m i l a r  d i sc repancy  i n  t h e  p r e c i p i t a t i o n  i n  t h e  Nor thern  H e m i -  

s p h e r e  summer (see Fig.  4 . 9 ) .  

I n  t h e  Southern Hemisphere t h e  c o n v e c t i v e  c loud  cover  i n  t h e  

s i m u l a t i o n s  shows s t r o n g  l o c a l  v a r i a t i o n s ,  b u t  i n  a mean s e n s e  i s  

i n  r e a s o n a b l e  agreement w i t h  t h e  o b s e r v a t i o n s .  The s i m u l a t e d  super -  

s a t u r a t i o n  c loud  cover  i n  t h e  Southern Hemisphere i s  s y s t e m a t i c a l l y  

l a r g e r  t h a n  t h e  c loud  c o v e r s  r e p o r t e d  by Sasamori e t  a l .  ( 1 9 7 2 1 ,  b u t  

s a t e l l i t e  o b s e r v a t i o n s  (Clapp,  1 9 6 4 )  also g i v e  s u b s t a n t i a l l y  l a r g e r  

estimates o f  c l o u d  cove r  i n  t h e  Southern Hemisphere. The marked i n -  

crease i n  t h e  s u p e r s a t u r a t i o n  cloud cove r  i n  t h e  s u b t r o p i c s  of  t h e  

Southern  Hemisphere i n  J u l y  accounts  f o r  t h e  i n c r e a s e  i n  t h e  t o t a l  

c l o u d  cove r  i n  t h e  Southern Hemisphere i n  J u l y  (see Table  4 . 1 )  and 

f o r  t h e  a p p a r e n t  d i s c r e p a n c y  w i t h  t h e  observed  s e a s o n a l  change i n  

t h e  Southern  Hemisphere (Sasamori e t  a l . ,  1 9 7 2 ) .  
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high  i n  J u l y ;  and t h e  Himalayan l o w  and A u s t r a l i a n  h igh  are p r e s e n t  i n  

J u l y  b u t  n o t  i n  January .  The pr imary d e f e c t  i n  t h e  s i m u l a t i o n s  i s  t h e  

s e a - l e v e l  p r e s s u r e s  o v e r  mountainous r e g i o n s .  For example, t h e  l o w  

ove r  t h e  Andes i n  January  and t h e  h i g h  o v e r  t h e  A n t a r c t i c  i n  J u l y  are 

I u n r e a l i s t i c ,  and t h e  low p r e s s u r e s  o v e r  t h e  Himalayas i n  J u l y  are too 
I 

extreme. The "sea l e v e l "  p r e s s u r e s  shown f o r  mountainous r e g i o n s  are ,  

o f  c o u r s e ,  e x t r a p o l a t e d  p r e s s u r e s  r a t h e r  t h a n  t r u e  p r e s s u r e s .  S i m i l a r  

d i s c r e p a n c i e s  i n  sea l e v e l  p r e s s u r e s  ove r  mountainous r e g i o n s  o c c u r  i n  

o t h e r  GCM's (Manabe and Holloway, 1975). 

Figs .  4.21 and 4.22 show t h e  s imula t ed  500 m b  g e o p o t e n t i a l  h e i g h t  

s u r f a c e s  f o r  January  and J u l y ,  r e s p e c t i v e l y .  Again t h e  s e a s o n a l  changes 

i n  t h e  major f e a t u r e s  are  rea l i s t ic .  For  example, t h e  m i d - l a t i t u d e  

g r a d i e n t s  a r e  much weaker i n  summer, and t h e  r i d g e  ove r  t h e  E a s t e r n  

A t l a n t i c  i s  much weaker i n  J u l y  than  i n  January .  

F i g s .  4.23 and 4.24 show maps of t h e  model-generated s u r f a c e  winds 

e )  Climatology 

F i g s .  4.19 and 4 . 2 0  show t h e  s i m u l a t e d  sea-level p r e s s u r e s  f o r  

January  and J u l y ,  r e s p e c t i v e l y .  The semi-permanent p r e s s u r e  sys tems 

and t h e i r  s easona l  changes are g e n e r a l l y  reproduced a c c u r a t e l y .  For 

example, t h e  I c e l a n d i c  l o w  and S i b e r i a n  h i g h  are p r e s e n t  i n  Janua ry  b u t .  

n o t  i n  J u l y ;  the l o w  i n  t h e  Gulf of Alaska i n  Janua ry  i s  r e p l a c e d  by a 

for  Janua ry  and J u l y ,  r e s p e c t i v e l y .  The s u r f a c e  winds shown h e r e  w e r e  

c a l c u l a t e d  by l i n e a r l y  e x t r a p o l a t i n g  t h e  v e l o c i t i e s  i n  l a y e r s  8 and 9 

t o  t h e  e a r t h ' s  s u r f a c e .  The main f e a t u r e s  and t h e i r  s e a s o n a l  changes are  

s i m u l a t e d  r e a l i s t i c a l l y .  For example, t h e  t r a d e  winds and t h e  i n t e r t r o -  

p i c a l  convergence zone ( I T C Z ) ,  t h e i r  northward s h i f t  i n  J u l y ,  and t h e  

s e a s o n a l  r e v e r s a l  of t h e  monsoonal c i r c u l a t i o n  o v e r  I n d i a  are a l l  

r e a d i l y  apparent .  I n  Janua ry ,  however, t h e  low-level winds i n  t h e  



Bay of Bengal and s o u t h e a s t  Asia  are much too weak and i n  t h e  

, 

wrong d i r e c t i o n  ( R i e h l ,  1954). This  d e f e c t  i s  probably  caused  by 

t h e  f a c t  t h a t  t h e  s imula t ed  S i b e r i a n  h igh  i n  Janua ry  is  weaker and 

f a r t h e r  east t h a n  i n  r e a l i t y  (see F ig .  4.19). A l s o ,  t h e r e  i s  a t e n -  

dency f o r  t h e  s i m u l a t e d  ITCZ i n  t h e  I n d i a n  Ocean i n  Janua ry  and in 

t h e  c e n t r a l  P a c i f i c  i n  b o t h  seasons  t o  be too nea r  t h e  e q u a t o r ,  and 

t o  be too f a r  n o r t h  over A f r i c a  i n  J u l y  ( R i e h l ,  1954; Godshal l ,  1971) .  

The d i sp lacemen t  over A f r i c a  i n  J u l y  i s  caused  by t h e  ground a lbedo  

i n  t h e  model a lways be ing  t a k e n  t o  be 0.14. Other  s t u d i e s  have shown 

t h a t  a m o r e  real is t ic  a lbedo  over t h e  Sahara  o f  0.35 l e a d s  t o  a cor- 

rect p o s i t i o n i n g  of t h e  I T C Z  over  A f r i c a  i n  J u l y  (Charney e t  a l . ,  

1 9 7 5 ) .  

F igs .  4.25 and 4.26 show maps of t h e  model-simulated p r e c i p i t a -  

t i o n  rates i n  January  and J u l y , r e s p e c t i v e l y .  The t r o p i c a l  r a i n b e l t  

and t h e  s u b t r o p i c a l  d r y  belts and t h e i r  s e a s o n a l  changes have a l l  

been s i m u l a t e d  r e a l i s t i c a l l y .  For example, t h e  r a i n f a l l  maxima ove r  

South America and A f r i c a  have s h i f t e d  northward from Janua ry  t o  J u l y  

by abou t  25O and 30° l a t i t u d e ,  r e s p e c t i v e l y ,  and t h e  I n d i a n  monsoon 

deve lops  i n  J u l y .  The r a i n b e l t  a c r o s s  A f r i c a  i n  J u l y ,  l i k e  t h e  I T C Z ,  

is a c t u a l l y  about  6 O  l a t i t u d e  t o o  f a r  n o r t h  (Ranage, 1 9 7 1 ) .  Th i s  is 

a g a i n  t h e  r e s u l t  of t h e  u n r e a l i s t i c  ground a l b e d o  i n  t h e  Sahara  

(Charney e t  a l . ,  1975) .  The ITCZ shows up p a r t i c u l a r l y  c l e a r l y  i n  

t h e  r a i n f a l l  p a t t e r n  over t h e  e a s t e r n  P a c i f i c  i n  J u l y .  The m o s t  

n o t a b l e  d e f e c t  i n  t h e  s i m u l a t e d  p r e c i p i t a t i o n  ra tes  i s  t h e i r  magni- 

t u d e  i n  J u l y  over s o u t h e a s t  A s i a  where t h e y  are about  one-ha l f  t h e  

observed  rate (Ramage, 1971) .  
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Maps of the simulated deep, penetrating convective cloud cover 

are shown in Figs. 4.27 and 4.28 for January and July, respectively. 

As discussed above, the greater penetrating convective cloud cover 

in July in the Northern Hemisphere is at least partially responsible 

for the abnormally high simulated global albedo in July. The deep, 

penetrating convection occurs most frequently over continents and 

near the equator. The associated clouds over water near the equator 

show a small northward shift from January to July. The ITCZ is par- 

ticularly prominent in the cloud cover over the eastern Pacific and 

the Atlantic in July. The penetrating convection over land shows a 

strong increase in summer. 

Maps of the simulated low-level convective cloud cover are shown 

in Figs. 4.29 and 4.30 for January and July, respectively. The low- 

level convection is concentrated in mid and high latitudes, and tends 

to increase over land in summer but decrease over water in summer. 

Consequently, low level convection is a maximum in the Northern Hemi- 

sphere (which is mostly land) in the summer, and is a maximum in the 

Southern Hemisphere (which is mostly water) in the winter (see Table 

4.1). 

Figs. 4.31 and 4.32 are maps of the simulated supersaturation 

cloud cover in January and July, respectively. There is a tendency 

for supersaturation clouds to be a maximum over the continents, but 

the seasonal changes are primarily dependent on latitude, and are 

perhaps seen more clearly in Fig. 4.18. The most notable seasonal 
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change is the one previously alluded to, namely, the change in the 

Southern Hemisphere subtropics, where there is a substantial increase 

in the supersaturation clouds in July. 

5. Summary 
.i 

Atmospheric conditions durinq the calendar months of July have 

been simulated with a 44-day integration of the GISS model. The 

model-generated statistics during the month of July (days 14-44 of 

the integration) were stable, because of the realistic choice of 

initial conditions. The monthly mean statistics for the July simu- 

lation were compared with climatological data, mainly for the North- 

ern Hemisphere troposphere. The comparison shows that the model- 

generated energy cycle, distribution of winds, temperature, hunidity 

and pressure, dynamical transports, diabatic heating, evaporation, 

precipitation and cloud cover arc: all realistic for the Northern 

Hemisphere troposphere in July. 

There are quantitative differences between the model-generated 

statistics and the climatological data, and these are generally simi- 

lar to those found in the earlier January simulation (Somerville et 

al., 1974). In both seasons the simulations tend to underestimate 

the eddy activity, the strength of the mean meridional circulations, 

and some of the associated transports. However, the July simulation 

of the Northern Hemisphere on the whole is superior to the January 

simulation. In particular, the zonal mean temperature and zonal 

wind fields are in better agreement with the observed fields. This 
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improvement in the Northern Hemisphere simulation in July appears to 

be due to the absence of the polar night jet (which cannot be resolved 

with the model's stratospheric resolution), and to the decreased im- 

portance of large-scale dynamical heating and cooling in summer. 

The model-simulated seasonal changes, determined by comparing 

the separate January and July simulations, were also evaluated by com- 

paring them with climatological data. The model's simulation of sea- 

sonal changes is generally quite realistic, since the systematic 

quantitative errors referred to above do not affect the simulation of 

relative changes, to first order. For example, the northward dis- 

placement of the mid-latitude jets, the low-latitude Hadley cells, 

the tropical rain belt, the trade winds and the ITCZ in July, and the 

relative decrease in strength of the zonal and meridional'circulations 

and in eddy activity in summer are all in good agreement with the ob- 

servations. The simulated seasonal changes in the Southern Hemisphere 

are much smaller than in the Northern Hemisphere. 

However, the simulation experiments do reveal three defects that 

could seriously bias its performance in particular climate experi- 

ments: I 

1) The north polar regions are as much as lOoK too cold in 

January. Errors of this magnitude would place the model at a disad- 

vantage in simulating the amount and extent of polar ice and snow. 

The albedo of the polar ice and snow supplies a positive feedback 

to changes in solar radiation and is potentially an important mecha- 

nism for modifying climate (Sellers, 1969; Budyko, 1969; Gal-Chen 

and Schneider, 1975). Improvements in simulating arctic temperatures 

, 
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w i l l  r e q u i r e  improvements i n  s i m u l a t i n g  t h e  dynamical t r a n s p o r t s .  The 

eddy f l u x  o f  s e n s i b l e  h e a t  by s t a n d i n g  e d d i e s  a p p e a r s  t o  be a t  f a u l t  

i n  t h e  Janua ry  s i m u l a t i o n ,  but t h e  v a r i a b i l i t y  o f  d i f f e r e n t  rea l iza-  

t i o n s  o f  any i n d i v i d u a l  t r a n s p o r t  averaged  over a one-month p e r i o d  can  

be s u b s t a n t i a l  ( O o r t  and Rasmusson, 1 9 7 1 ) .  Consequent ly ,  w e  cannot  be 

s u r e  tha t  t h i s  p a r t i c u l a r  f lux  needs  improvement m o r e  t h a n  o t h e r s .  How- 

e v e r ,  t h e  d e f i c i e n c y  i n  t h i s  f l u x  i n  t h e  Janua ry  experiment  does  sug- 

g e s t  t h e  need f o r  improving t h e  model's s i m u l a t i o n  of topography. The 

d e f i c i e n c y  i n  t h e  arctic t empera tu res  i n  Janua ry  is  a common d e f e c t  i n  

GCM's (Holloway and Manabe, 1 9 7 1 ;  Kasahara e t  a1. ,1973;  Newson, 1 9 7 4 ) .  

2) The s i m u l a t e d  c l i m a t e  i n  t h e  v i c i n i t y  of  t h e  Himalayas and 

S o u t h e a s t  A s i a  is  n o t i c e a b l y  poorer  t h a n  i n  o t h e r  areas. 

t h e  model ' s  s i m u l a t i o n  of t h e  S i b e r i a n  High and  t h e  low-level winds 

over t h e  Bay o f  Bengal,  Sou theas t  A s i a ,  and t h e  Western P a c i f i c  i n  

Janua ry ,  and t h e  mode l ' s  s i m u l a t i o n  of t h e  Himalayan Low and t h e  p re -  

c i p i t a t i o n  rates over Sou theas t  A s i a  

i n  J u l y  are a l l  sub-standard.  

a g a i n  graphy f o r  t h e  climate o f  t h i s  a r e a  -- i .e . ,  t h e  Himalayas -- 
s u g g e s t s  t h a t  t h e  s i m u l a t i o n  of topograph ic  e f f e c t s  needs  t o  be i m -  

proved.  Unusual d i f f i c u l t y  i n  s i m u l a t i n g  t h e  climate i n  t h i s  area 

is  a g a i n  n o t  unique t o  t h e  GISS model (Manabe and  Holloway, 1 9 7 5 ) .  

For example,  

The p a r t i c u l a r  importance of topo- 

3 )  The g l o b a l  a lbedo  i n  t h e  J u l y  s i m u l a t i o n  i s  abnormally h igh .  

T h i s  d e f e c t  leads t o  tempera tures  which are a t  m o s t  o n l y  2'K too cold,  

b u t  t h i s  t empera tu re  error i s  kept  s m a l l  by t h e  f a c t  t h a t  sea s u r f a c e  

t e m p e r a t u r e s  w e r e  p r e s c r i b e d  t o  have t h e i r  observed v a l u e s .  I n  many 

c l ima te  c a l c u l a t i o n s  one needs  to  c o u p l e  a n  ocean model t o  t h e  atmo- 

s p h e r e  model, and t h e  tempera ture  errors caused  by such  an  a l b e d o  
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error cou ld  then  be s u b s t a n t i a l l y  larger. The h i g h  a l b e d o  i n  t h e  

GISS model i s  caused a t  least  i n  p a r t  by a n  e x c e s s i v e  f requency  o f  

deep  c o n v e c t i v e  c l o u d s  i n  Ju ly .  C o r r e c t i n g  t h i s  d e f e c t  w i l l  r e q u i r e  

improvements i n  t h e  p a r a m e t e r i z a t i o n  scheme for  m o i s t  convec t ion .  
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F i g u r e  and Table Cap t ions  

Table  2.1 P r o p e r t i e s  o f  c l o u d  t y p e s  g e n e r a t e d  i n  t h e  model. 

F ig .  2.1 Sea s u r f a c e  tempera ture  f i e l d  for  J u l y .  Legend: 0 ,  0-9C; 
1, 9-l lC;  2, 11-13C; 3, 13-15C; 4, 15-17C; 5, 17-19C, 6, 
19-23C; 7, 23-25C; 8, 25-27C; 9, above 27C. 

Fig .  2.2 Global d i s t r i b u t i o n  of l a n d  (C) , ice (I) 8 and sea (b l ank)  
for  J u l y .  

F ig .  2.3 Ground Wetness ( p e r  c e n t  of s a t u r a t i o n )  f o r  J u l y .  Legend: 
0, 0-5%; 1, 5-158; 2, 15-25%; 3, 25-35%; 4, 35-45%; 5, 45- 
55%; 6, 55-65%; 7, 65-75%; 8, 75-85%; 9, 85-100%; S, snow 
on l a n d  on J u l y  1st; I ,  ice. 

F ig .  3.1 T i m e  e v o l u t i o n  i n  t h e  Northern Hemisphere model t r o p o s p h e r e  
( l a y e r s  2-9) of t h e  i n t e g r a t e d  zonal  a v a i l a b l e  p o t e n t i a l  
energy  (PM) , eddy a v a i l a b l e  p o t e n t i a l  energy  (PE) , eddy 
k i n e t i c  energy  (KE), and zonal  k i n e t i c  energy  (KM). Uni t s :  
1 0 ~ 5  m‘2. 

F ig .  3.2 Same as  Fig .  3.1, but  fo r  t h e  Southern  Hemisphere, and t h e  

F ig .  3.3 

u n i t s  of PM have been  changed t o  106J RI-*. 

Conputed and observed J u l y  zona l  mean f i e l d s  of  zona l  wind. 
Observed f i e l d  i s  based on data from O o r t  and Rasmusson 
(1971). Uni t s :  n sec-’. Negat ive  ( e a s t e r l y )  winds are 
shaded. 

F ig .  3.4 Computed and observed J u l y  zona l  mean f i e l d s  o f  m e r i d i o n a l  
wind. Observed f i e l d  i s  based on d a t a  f r o n  O o r t  and Rasmus- 
son (1971). Uni t s :  m sec-’. Negat ive  (southward)  r e g i o n s  
are shaded. 

F ig .  3.5 Computed and observed J u l y  zona l  mean f i e l d  of v e r t i c a l  
wind (omega). Observed f i e l d  i s  based on d a t a  f r o m  O o r t  
and Rasmusson (1971). Uni ts :  m b  sec-’. i Jega t ive  (up- 
w a r d )  r e g i o n s  are shaded. 

F ig .  3.6 Computed and observed J u l y  zona l  mean f i e l d s  of t empera tu re .  
Observed f i e l d  i s  based on d a t a  from O o r t  and Rasmusson 
(1971). Uni ts :  OC. Negat ive  r e g i o n s  are shaded. 

F ig .  3.7 Computed and observed J u l y  zona l  mean f i e l d s  o f  p o t e n t i a l  
t empera ture .  Observed f i e l d  i s  based on d a t a  from O o r t  and 
Rasmusson (1971). U n i t s :  K .  

F i g .  3.8 Computed and observed J u l y  zona l  mean f i e l d s  of  s p e c i f i c  
humidi ty .  Observed f i e l d  is based on data from O o r t  and 
Rasmusson (1971). U n i t s :  g Kg”. 



Fig .  3.9 

F ig .  3.10 

F ig .  3 .11 

F ig .  3.12 

F ig .  3.13 

F ig .  3.14 

F ig .  3.15 

F i g .  3.16 

F ig .  3.17 

F ig .  3.18 

F i g .  3.19 

F ig .  3.20 

F ig .  4 . 1  

F ig .  4 . 2  

F ig .  4 .3  

Computed and observed  J u l y  zona l  mean f i e l d s  o f  northward 
t r a n s p o r t  o f  w e s t e r l y  momentum by e d d i e s .  Observed f i e l d  
i s  based on d a t a  from O o r t  and Rasmusson (1971) .  Un i t s :  
m2sec‘2. Negat ive r e g i o n s  a r e  shaded. 

Same a s  Fig .  3.9,  b u t  f o r  northward t r a n s p o r t  o f  w e s t e r l y  
momentum b y  t h e  mean mer id iona l  c i r c u l a t i o n s .  

Same a s  F ig .  3.9, b u t  f o r  northward t r a n s p o r t  o f  s e n s i b l e  
h e a t  by e d d i e s .  Un i t s :  K m sec-’. 

Same a s  F i g .  3.9, b u t  f o r  northward t r a n s p o r t  o f  s e n s i b l e  
h e a t  by t h e  mean mer id iona l  c i r c u l a t i o n s .  Un i t s :  K m sec-l. 

Same a s  Fig .  3.9, b u t  f o r  northward t r a n s p o r t  o f  wa te r  
vapor by e d d i e s .  Uni t s :  g Kg” m sec-’. 

Same a s  F ig .  3.9, b u t  f o r  t h e  northward t r a n s p o r t  o f  w a t e r  
vapor by t h e  mean mer id iona l  c i r c u l a t i o n s .  Un i t s :  g Kg-’ 
m sec” . 
Computed and observed J u l y  zonal  mean f i e l d s  o f  v a r i a n c e  
o f  tempera ture  due t o  e d d i e s .  Observed f i e l d  i s  based on  
d a t a  from O o r t  and Rasmusson ( 1 9 7 1 ) .  U n i t s  K 2 .  

Computed J u l y  mean eddy k i n e t i c  energy  ( K E )  v s .  wave-number. 
The s l a n t e d  l i n e s  show a -3.0 s l o p e .  

Computed J u l y  zonal  mean f i e l d  o f  h e a t i n g  r a t e s  due t o  so la r  
r a d i a t i o n .  Un i t s :  K day”. 

Computed J u l y  z o n a l  mean f i e l d  o f  c o o l i n g  rates due t o  ter- 
r e t r i a l  r a d i a t i o n .  U n i t s :  K day”.  Negat ive r e g i o n s  
( r e g i o n s  of h e a t i n g )  a r e  shaded. 

Computed J u l y  zonal  mean f i e l d  of h e a t i n g  rates due t o  l a r g e  
s c a l e  condensa t ion  and e v a p o r a t i o n .  Un i t s :  K day”. Nega- 
t i v e  r e g i o n s  ( r e g i o n s  of n e t  e v a p o r a t i o n )  are  shaded. 

Computed J u l y  zona l  mean f i e l d  o f  h e a t i n g  rates due t o  pa ra -  
meter ized  sub-gr id  s c a l e  m o i s t  convec t ion .  Un i t s :  K day”.  
Negative r e g i o n s  are shaded.  

Simulated energy  c y c l e  f o r  t h e  Nor thern  Hemisphere t ropo-  
sphere .  a )  Janua ry ,  b )  J u l y .  Un i t s :  ene rgy ,  l o 5  j o u l e s  
m ; conver s ions ,  w a t t s  m - 2 .  - 2  

Observed energy  c y c l e  for t h e  Nor thern  Hemisphere t ropo-  
sphere  from O o r t  and Pe ixo to  ( 1 9 7 4 ) .  a )  Janua ry ,  b )  J u l y .  
Same u n i t s  a s  F ig .  4 . 1 .  

Same a s  Fig .  4 . 1 ,  b u t  fo r  t h e  Southern  Hemisphere. 



Fig. 4.4 

Fig. 4.5 

Fig. 4.6 

Fig. 4.7 

Fig. 4.8 

Fig. 4.9 

Fig. 4.10 

Fig. 4.11 

Fig. 4.12 

Fig. 4.13 

Fig. 4.14 

2ig. 4.15 

Fig. 4.16 

Table 4.1 

Fig. 4.17 

Fig. 4.18 

Fig. 4.19 

Latitudinal distributions of vertically averaged tropo- 
spheric zonal wind from the simulations for January (solid 
line) and July (dashed line), together with the observed 
values for January (triangles) and July (circles). The ob- 
served field is based on data from Oort and Rasmusson (1971). 

Computed and observed January streamlines of the monthly 
mean meridional circulation. The observed field is based 
on data from Oort and Rasmusson (1971). Units are 10” kg 
sec”. Negative regions are shaded. 

Same as Fig. 4.5, but for July. 

Same as Fig. 4.4, but for northward transport of angular 
momentum by a) eddies, and b) mean meridional circulations. 

Same as Fig. 4.4, but for specific humidity. 

Same as Fig. 4.4, but for distribution of zonally averaged 
precipitation. The observed values are seasonal means from 
Moller (1951) as analysed by Schutz and Gates (1972a,b). 

Same as Fig. 4.9, but for evaporation. The observed values 
are from Budyko (1963), as analysed by Schutz and Gates 
(1971, 1972b). 

Same as Fig. 4.4, but for temperature. 

Same as Fig. 4.4, but for total energy 
latitudinal circle. 

Same as Fig. 4.12, but for transport o 
the mean meridional circulations. 

transport 

potentia 

across a 

energy by 

Same as Fig. 4.12, but for transport of latent heat by a) 
eddies, and b) mean meridional circulations. 

Same as Fig. 4.12, but for transport of sensible heat by 
a) eddies, and b) mean meridional circulations. 

Same as Fig. 4.12, but for transport of sensible heat by 
standing eddies. 

Percentage cloud covers in the simulations. 

Same as Fig. 4.9, but for convective cloud cover. The ob- 
served values are based on data ’from Rodqers (1967) for the 
Northern Hemisphere and from Sasamori et al. (1972) for the 
Southern Hemisphere. 

Same as Fig. 4.17, but for supersaturation cloud cover. 

Contours of sea level pressure minus 1000 m b  in the model- 
simulated January. The pressures have been smoothed with 
a weighted 5 point formula. 



Fig.  4 - 2 0  

F ig .  4 . 2 1  

F ig .  4 . 2 2  

Fig. 4.23 

'ig. 4.24 

, 3 .  4.25 

19. 4 . . 2 6  

"sq. : . 2 7  

- i y .  4.30 

Fig. 4.31 

Fig. 4.32 

Same a s  F i g .  4 . 1 9 ,  b u t  f o r  J u l y .  

Contours o f  g e o p o t e n t i a l  h e i g h t  i n  l o 2  m f o r  t h e  model- 
s imula ted  January .  

Same a s  Fig .  4 . 2 1 ,  b u t  f o r  J u l y .  

Su r face  wind v e c t o r s  i n  t h e  model-simulated January .  

Same a s  F ig .  4.23, b u t  f o r  J u l y .  

Contours of p r e c i p i t a t i o n  i n  mm/day f o r  t h e  model-simulated 
January.  The p r e c i p i t a t i o n  rates have been smoothed w i t h  a 
weighted 5 p o i n t  formula.  

Sarru as r i g .  4.25, b u t  f o r  J u l y .  

Contours o f  p e n e t r a t i n g  c o n v e c t i v e  c loud  cove r  i n  t e n t h s  
f s i -  t 5 e  model-simulated January .  The c loud  c o v e r s  have 
h l n  smoothed w i t h  a weighted 5 p o i n t  formula.  

Same as  F ig .  4 . 2 7 ,  b u t  f o r  J u l y .  

Same a s  Fj.g. 4 . 2 7 ,  b u t  f o r  l o w  l e v e l  c o n v e c t i v e  c loud  
cOver ii? January .  

Same a s  Fig .  4 . 2 9 ,  b u t  f o r  J u l y .  

Same a s  Fig .  4.27, b u t  f o r  s u p e r s a t u r a t i o n  c loud  cove r  
i n  January.  

Same as F i g .  4.31, b u t  f o r  J u l y .  
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